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Lecture 20: Deep Learning – Text Classification Workflow



Deep Learning for Classification

Plan for this Lecture:

• Supervised Learning for Classification
• Text Classification Workflow
• Example of  Binary Classification: Positive and 

Negative Movie Reviews

Wednesday's Lecture:

• Multiple Classification of Handwritten Digits
• Convolution Networks for Image Processing



Deep Learning for Classification

Data Selection and 
Preparation

Data Formatting 
for Input to NN



Deep Learning for Classification

Problem to be Solved:   Classify movie reviews as "positive" or "negative"

Approach:  Supervised Learning with Feedforward Neural Network



DL for Classification: Data Collection 

There are many public data sets available, Kaggle is a good place to start!



DL for Classification: Data Collection 

Data set consists of short texts with labels "positive" or "negative" (human 
annotated!).



DL for Classification: Data Collection 
It is often a good idea to do some preliminary exploration of your data to 
understand what you have:



DL for Classification: Data Collection 

It is often a good idea to do some preliminary exploration of your data to 
understand what you have:



DL for Classification: Data Cleaning 
Before we can input the text into the network, we need to do some cleaning 
(also called "normalization"): 



DL for Classification: Data Cleaning 
Before we can input the text into the network, we need to do some cleaning 
(also called "normalization"): 



Feature Engineering:  Encoding raw data (e.g., cleaned text) into numeric 
vectors suitable for input to neural network.  

DL for Classification: Feature Engineering

Feature values can be floats, integers, or bits 0/1. 
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I love this movie! It's sweet, 
but with satirical humor. The 
dialogue is great and the 
adventure scenes are fun... 
It manages to be whimsical 
and romantic while laughing 
at the conventions of the 
fairy tale genre. I would 
recommend it to just about 
anyone. I've seen it several 
times, and I'm always happy 
to see it again whenever I 
have a friend who hasn't 
seen it yet!
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We will use a Bag-of-Words Encoding for Text:
• Create a vector of all words used in all reviews
• Each review is encoded as sparse vector of word counts
• Or:  0/1 indicating word is present or not ("Multi-Hot Encoding")

DL for Classification: Feature Engineering



Such encodings are useful throughout data science, and not just for text.

Label Encoding vs One-Hot Encoding

DL for Classification: Feature Engineering



DL for Classification: Feature Engineering



DL for Classification: Choosing a Model

Principal decisions to make about your model:

o How many layers (how deep)?
o What kind of layers and how wide?
o Output:  binary (sigmoid), multiclass (softmax), etc...

In the beginning, one generally uses a model from a book, or a Google search; later 
you will gain experience about which architectures work best for which problems. 



DL for Classification: Hyperparameters
Hyperparameters are choices you make about the algorithms used by the model:

https://keras.io/api/models/model_training_apis/

For most of these, you can just 
ignore them and use the defaults 
until you have more experience. The 
most important ones are:

• optimizer:
• loss
• metrics



DL for Classification: Training

In order to train the network so that it learns the best possible model of the data, it is 
necessary to "hold out" data separately from the training set, in order to
validate during training, and test after training:



DL for Classification: Training

In the most sophisticated validation algorithm, the validation set is selected
from different blocks of the training data and averaged:



DL for Classification: Training

You can split into explicit test and validation sets (Keras stores the IMDB example 
already split into training and testing sets. If you want Keras to do the validation 
split you can set the percentage to be held out during training:



DL for Classification: Training

etc.....



DL for Classification: Training

Plotting the training and validation loss and accuracy:  What happened?



Deep Learning for Classification

One of the major issues you will need to confront is overfitting:  the network has 
learned the training set too well – like a student who memorizes all the answers 
on a sample test, but never actually understood the problems!

Getting your network to generalize for a good fit is essential, or it won't work on 
new data!



DL for Classification: Training

Finally, we test the model on the testing data.  The accuracy is similar to the 
validation accuracy, which means that our validation strategy was appropriate:



Deep Learning for Classification

A naive but often useful solution is early stopping: stop the training before it 
starts to overfit. In our case it seems like 4 epochs would be better:



Deep Learning for Classification

We can now use our model to predict the sentiment for a new piece of data (we'll 
just show it on the testing examples):



Deep Learning for Classification

What next?  How to improve our results?

o Try different data preparation (e.g., removing stop words or not)
o Get MORE DATA
o Try a different architecture.
o Try different hyperparameters. 



Deep Learning for Classification
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